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1.1 Introduction

The standard 2D Boussinesq equation can be written as

Ui+ U -VU=-Vp+vAU +07¢,,
(1.1) V.U =0,
0, + U -V = kA,

where U denotes the 2D velocity field, p the pressure, 6 the temperature in the content of
thermal convection and the density in the modeling of geophysical fluids, v the viscosity,
 the thermal diffusivity, and ¢, is the unit vector in the vertical direction.

The Boussinesq equations model large scale atmospheric and oceanic flows that are
responsible for cold fronts and the jet stream (see the books by A.E. Gill [28], J. Pedlosky
[45], A. Majda [38] and others). In addition, the Boussinesq equations also play an
important in the study of Rayleigh-Benard convection (see, e.g., the series of papers by
P. Constantin and C. Doering [18]).

Mathematically the 2D Boussinesq equations serve as a lower-dimensional model of
the 3D hydrodynamics equations. In fact, the 2D Boussinesq equations retain some
key features of the 3D Euler and Navier-Stokes equations such as the vortex stretching
mechanism. The inviscid 2D Boussinesq equations are identical to the Euler equations for
the 3D axisymmetric swirling lows. The fundamental issue of whether classical solutions
to the 3D Euler and Navier-Stokes equations can develop finite time singularities remains
outstandingly open and the study of the 2D Boussinesq equations may shed light on this
extremely challenging problem.

In order to model anisotropic Boussinesq flows (the viscosity and the thermal dif-
fusivity are different in the horizontal and vertical directions), (1.1) should be written
as

Ut + Uy + VUy = — Py + V1 Ugg + Vo Uyy,
(1.2) Uy 4 UV + VVy = =Py + V) Vg + Vo Uyy + 0,
' Uy + vy =0,

Qt + uer + Uey = K1 6)13; + Ko ny,
where u and v are the horizontal and vertical components of 7, v, > 0,v9 >0,k >0
and ko > 0. (1.2) is called anisotropic Boussinesq equations.

A different type of generalization is to replace the Laplacian by fractional Laplacian,
namely

7,5 + 7 : V7 = —Vp - V(-A)a7 + 9?2,
(1.3) V.- =0,
0, + U - VO = —k(—A)P0

where 0 < «, 8 < 1. This system will be called fractional Boussinesq equations.



We consider the initial-value problems (IVPs) of the equations in (1.2) and in (1.3)
with the initial data

ﬁ(iﬂ,y,()) :ﬁﬂ(fbay% H(LE,y,O) :90(x7y>'

Attention is focused on the global regularity issue: Do these IVPs have a global solution
for sufficiently smooth data (o, 6y)?

The global regularity problem on the 2D Boussinesq equations has attracted consid-
erable attention recently from the PDE community. Here are some of the people who
have worked on it: H. Abidi, D. Adhikari, J.R. Cannon, C. Cao, D. Chae, P. Constantin,
R. Danchin, E. DiBenedetto, W. E; T. Hmidi, T. Hou, S. Keraani, S.-K. Kim, A. Larios,
C. Li, E. Lunasin, C. Miao, H.-S. Nam, M. Paicu, F. Rousset, C. Shu, E.S. Titi, V.
Vicol, J. Wu, X. Xu, L. Xue, to name just a few.

Our lecture will be mainly divided into two large parts: the anisotropic Boussinesq
equations and the fractional Boussinesq equations. The part for the anisotropic Boussi-
nesq equations will include the following seven cases: 1) 1) = vy = K1 = kg = 0 (inviscid
Boussinesq); 2) v1 > 0, v5 > 0, k1 > 0 and kg > 0 (dissipation and thermal diffusion);
3) vy >0, 15 >0, k1 = ke = 0 (dissipation but no thermal diffusion); 4) k1 > 0, k3 > 0,
vy = vy = 0 (thermal diffusion but no dissipation); 5) 1 > 0 (horizontal dissipation
only); 6) k1 > 0 (horizontal thermal diffusion only); 7) 5 > 0 and ks > 0 (vertical
dissipation and vertical thermal diffusion). The recent global regularity result of Cao
and Wu [9] on the 2D Boussinesq equations with vertical dissipation will be detailed.
The second large part will summarizes recent work on the 2D Boussinesq equations with
dissipation given by a fractional Laplacian and presents the work of Chae and Wu on
the global regularity of a generalized 2D Boussinesq formulation with a singular velocity
[16]. Most of my papers can be found on my website:

http://www.math.okstate.edu/~jiahong/publications.html

In addition, the book by C. Miao, J. Wu and Z. Zhang [41] would also be very helpful
in preparing one for the materials presented here.

1.2 Models

This section explains how the primitive equations, the 2D incompressible Boussinesq
equations and the surface quasi-geostrophic (SQG) equation can be formally derived
from the 3D rotating Boussinesq equations.

Fluid flows in atmosphere and ocean have two distinctive features: rotation and strat-
ification. The simplest model that contains both features is the 3D rotating Boussinesq
equation:

O
(1.4) v.



where f = 2Q2sin¢ with € being the angular frequency of planetary rotation and ¢
the latitude, pp is a constant for reference density, €3 = (0,0, 1), fé3 X @ represents the
Coriolis forcing. More explicitly, if @ = (u, v, w), then

—v

fesxu=f1 u
0

and (1.4) becomes

(O,u + ud,u + vOu + wou — fv =vAu— ﬁﬁﬁp,
O + ud,v + voyv + wo,v + fu = vAv — i(‘?yp,
(1.5) Ohw + ud,w + voyw + wo,w = vAw — i@p + pg,

Opu + Oyv + O, w = 0,
Otp + udpp +v0yp + wO.p = KAp.

For atmospheric and oceanic flows in the mid-latitude, the w—equation can be simpli-
fied. The terms involving w in the w—equation are small and the w-equation is reduced
to

1
(1.6) —0.p— pg = 0.
Pb

This is the so called the hydrostatic balance. (1.6) provides a special solution of (1.5). In
fact, @ = 0 with p and p satisfying (1.6) solves (1.5). The system of equations containing
the u-equation, the v-equation in (1.5) and

1

—0.p—pg =0,

Pb

Ot + Oyv + O,w = 0,

Op + u0pp + v0yp + wO.p = KAp
are called the primitive equations. The primitive equations have been studied by many
authors (see, e.g. [37], [7]).

If f =0, (1.5) becomes the 3D Boussinesq equations without rotation. If f =0 and
all physical quantities are independent of z, then (1.5) reduces to the 2D Boussinesq
equations, which read

Oiu + u0yu + voyu = —0p + vAu,
O + udyv + voyv = —0yp + vAv + 0,
Ou + Oyv =0,

00 + 10,0 + v0,0 = KAD.

Under some circumstances, the 3D rotation Boussinesq reduces to the surface quasi-
geostrophic (SQG) equation. The Rossby number indicates the ratio of the inertial to
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the strength of rotation. In low-pressure systems, the Rossby number is small and the
balance is between Coriolis and pressure forces, namely

1
fées xu=——Vp.
Pb

This is the so-called geostrophic balance. In terms of their components,

—v 1 8xp
f = o
u Po \OyP
or simply f py iy = V-+p. After ignoring the dissipation and removing the geostrophic
balance from (1.5),
Owu 4 ud,u + voyu = 0,
O + udyv + voyv = 0.

Then, w = 0,v — Jyu satisfies

(1.7) Ow + ulyw + V0w =0, — =0.

In terms of the stream function 1,

> d
w:M:aW;w%((%) _w)

where N = /—g0,p denotes the the buoyancy frequency. (1.7) indicates that, if w
is a constant initially, it remains a constant. Suppose that wy = 0 and re-scaling the
z—component, we find that

Ay = 0.
In addition, for small Rossby number and through re-scaling,
o
P~ oz
and
Owp + u0zp +v0yp =0 or %ﬁ =0.

Lemma 1.2.1. If g is a bounded smooth function in R?, then

{szo Ré x R*

v=g R
has a bounded smooth solution 1, and
oY 1
habof = (=A)2 R?
0z 12=0 (=A)2g on

Applying this lemma and writing € for p, we obtain
0¢0 + 10,0 + v0,0 = 0
u=V+tp, (=A) =9,

which is the SQG equation.



1.3 The inviscid 2D Boussinesq equations

This section provides some existing results on the global regularity problem concerning
the inviscid 2D Boussinesq equations. Recall that the inviscid 2D Boussinesq equations
are given by

Oyt + (@ - V)i = —Vp + 06,
(1.8) V.i=0,
8,0+ (- V)0 =0,

where €5 denotes the unit vector in the vertical direction. The issue is whether or not
(1.8) has a global solution when supplemented with a reasonably “regular” data,

u(z,0) = tp(x), O(x,0) = 0y(z).

The global regularity problem for a general data is currently open. In fact, the inviscid
Boussinesq can be identified with the 3D axisymmetric Euler with swirl. Recall the 3D
axisymmetric Euler equations

r,,0 Zj Zj
e (ru’) = 0,

_ Ll o0y
=0, D Dt(ru) 0

ul 4 (u"0, + v, )u’ +

where % =0, + (u"0, + v*0,). The swirl component of the vorticity w? satisfies

D [(uf 1 0r2
Di (—) = a0

While the 2D Boussinesq is given by, with % =0 +u-V

D D
—6=0,

—w = —0,.0.
Dt th O

We do have local well-posedness and several regularity criteria (see, e.g., W. E and
C. Shu [27], D. Chae and H. Nam [15], Chae, S. Kim and H. Nam [14], R. Danchin [22]).

Theorem 1.3.1. Assume uy € H*(R?) and 0y € H*(R?) with s > 2. Then there is
T = T(||(uo,00)||gs) > 0 such that the 2D inviscid Boussinesq has a unique solution
(u,0) € C([0,T]; H®). Furthermore, if

T T
/ [|Vul| ;00 dt < 400 or / [|VO|| o dt < 400,
0 0
then the local solution can be extended to [0,T*].

The local well-posedness can be easily established through the standard ODE theory
such as the contraction mapping principle or successive approximation. We remark that
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s > 2 appears to be necessary and it is not clear whether or not the local well-posedness
can be obtained in the borderline space H2. The main reason is that H' is not necessarily
embedded in L. A recent work of Chae and Wu partially addressed this issue (see [17]).
In the following we provide the proof for the regularity criteria and start with several
simple facts.

The first fact is a commutator estimate (see, e.g., Kenig, Ponce and Vega [34]). For
any s € R, we write

Ff=0-A)5f or JfE)=(1+|EP)EFE)

Lemma 1.3.1. Let s >0 and 1 < p < 0o. Then

172 (e < C L f lwsnillgllzee + lgllwes [ fllzea) ,
17°(f9) = f°gllr < C (I fllwerllgllzes + Ngllws—r2s[V fllLoa)

11

where 1 = L + 2 = p T p%; with pa,ps € [1,00] and p1,ps € (1,00), and C’s are

constants depending on s, p, p1, P2, p3 and py. In addition, these inequalities remain valid
when J* f is replaced by A°f, where

~

Af(E) = €l FLe).

The next lemma bounds the L%-norm of the solution to a simple transport equation.

Lemma 1.3.2. Let T > 0 and let ¢ € [1,00]. Assume that wy € LY(R?) and f €
LY([0,T); LY(RY)). Assume that u is Lipschitz and divergence-free. Then the solution w
to the transport equation

Ow+u-Vw=f w(0)=uw(r)

obeys

t
lollzmqorizn < leollze + / 1l
0

The following lemma is a logarithmic type interpolation inequality.

Lemma 1.3.3. Let w € H°(R?) with 0 > 1. Assume u satisfies w =V x u. Then
IVullLe < Cllul|ze 4+ Cllw|[ Lo log(1 + [[wl|#-)
where C'’s are constants depending on o only.

Remark 1.3.1. Logarithmic type inequalities bound a quantity by another quantity that
can almost control the first quantity together with the logarithm of the norm of a higher
deriwative. In this lemma here Vu can be written a singular integral operator on w,
namely Vu = Py x w. For any q¢ € (1,00), |[|Vul|pe < C’qq_—21|]w|]Lq for a constant
independent of q. Clearly this bound fails when either ¢ = 1 or ¢ = co. This lemma
states that the L>®-norm can be bounded by ||w||p~ times the logarithm of H? for any

o> 1.



Proof of Lemma 1.53.3. This lemma can be easily proven via the Littlewood-Paley de-
composition and Besov space techniques. Writing

Vu = iAjVu,

j=—1

we have, by the fact that ||A;Vul/z~ < C|Ajw| = for any j > 0 and Bernstein’s
inequality,

N 00
IVullee < ALVl + ) CllAW]= + Y 214w

7=0 j=N+1

< Clluflge + CN + D)|wllre + Y 2707027 Ajw|| 12

j=N+1

0 2
< Cllullzz + C(N + 1)|wllze + |wllze ( 3 22]-(10)))

J=N+1
< Cllu|lgz + C(N +1)||wl| = + ||w||Ha2(N+1)(1*”)C(a)

Now taking an integer N such that ||w|gz-2N+D(1=9) < 1 we then have N + 1 <
—L-log,(1 + [|w||z+). Therefore

IVulle < C(1+ Jlullg2) + Cllw]| oo log (1 + [|w]|z2)-

This completes the proof of Lemma 1.3.3. n

Proof of theorem 1.3.1. The local existence and uniqueness can be obtained by the Pi-
card type theorems. One can follow the steps leading to the local well-posedness result

for the Euler and the Navier-Stokes equations, as in the book of Majda and Bertozzi
[39].

Let (u,d) be a local solution and assume that fOT* |Vul||pedt < co. The goal is to
obtain a priori bound for H*-norm on [0,7*]. To do so, we start with the vorticity
formulation

Ow +u-Vw = 0,0,
Applying J*~! to the vorticity equation, multiplying by J* 'w and integrating in space,
we obtain, after integration by parts,

1d
§E||JS_IMH%Q = /&EJS_IGJS_IW — / Jw(ITIV - (uw) —u - JTIVW).

By Lemma 1.3.1,
1Y - () = - J Ve < C (1P ule ol + 17wl 2l V)
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Therefore, by the simple fact || J*ul|z2 = ||J5 w]| 1z,

d — s 5— 5—
ZI7 iz < IOl + 17wl + C T eV e

Similarly

d S S S S
i) 017: < CN0| ()| 7°ull 2| VOl oo + [ 7°0]| 22| Vual| ov )
Furthermore, it following from 0,0 + u - VO = 0 that, for any ¢ € [1, oo,

V0| 10 < || V8o]|paco IVullzowdr,

In fact, by a standard energy estimate, we have, for any 1 < ¢ < oo,

< [Vl [ V0|7,

1d
“ v,
thIIV Iz

which leads to the desired inequality for ¢ € (1,00) and the case ¢ = oo is obtained by
taking ¢ — co. Therefore, Y (¢) = || J*~'wl|2, + || J*0||2. obeys

d ¢
SY () =< IVl e lo IV 17y (1) - CY (1) (1 + || V]| )

By Gronwall’s inequality, if fOT* |Vul||pedt < oo then Y(t) < oo on [0,7*] or (u,0) € H*.

Now we show that fOT* |V p=dt < +oo implies that (u,0) € H*® for t € [0,T*].
According to the estimates above

d
Y () < CY@)([VO] e + 1+ [[Vul| ).

By dw + u - Vw = 0,0 and Lemma 1.3.2, we have

t
lo®l= < llwollz~ + / V0] dr.

By Lemma 1.3.3, for o > 1,

IVullpe < C(1 4+ Jullr2) + C f|wl| 2o log (1 + [lw] z=)-

Therefore, for s > 2,

dY (¢
are) < CY()L+ VOl + [Jullr2 + |wlz=log(L + [T~ w]£2))

dt
< CY(O)(A+ VO + [lull2 + [lw][ L log(1 + V(1))

which implies immediately that, if fOT* | V0| L-dt < oo, then Y (t) < oo on [0,77]. this
completes the proof of Theorem 1.3.1. n



Finally we make a remark.

Remark 1.3.2. For the 3D Fuler equation, u; +u-Vu = —Vp, V-u =0, we have the
Beale-Kato-Majda criterion, which says that if

(1.9) / o, 8)loo dt < o0,

then the solution remains reqular on [0,T]. However, for the inviscid 2D Boussinesq
equations, it is unknown if

T
/ (-, )llos dt < 0
0
s enough for the global regularity. This does not appear to be trivial.

What is the difficulty? Following the standard idea, we try the energy estimate. Ap-
plying J* = (I — A)z to 9,0 +u - VO =0,

O J 0 +u- VIO =—J(u-VO) +u-VJO

1d
2dt

By the commutator estimate,

175][2 — /(—JS(u V0) + u - VIO

| = J°(w-VO) +u- VIO < C([Vul[pe [|0] s + VO] Lo [|ue]|1r2)-
Then,
1d, o 9
5 g0l < ClIVull |0l + VOl [lullz-[|0]] -

If ||VO|| L~ were not there, then we would combine

Ld
2at" i

i < ClIVull o ull s + [lul H

4

with the logarithmic interpolation inequality
IVl e < Cllullr2 + Cllwl]| 2 log(1 + [[ull m+)
to obtain an ODE of the form, X = ||ull%. + |0]|%s,

d
5 X (1) < Cllwllz= X (t) log(1 + X(2)) + Cllull 2.

But unfortunately it appears to be difficult to control ||VO| =~ in terms of the vorticity
alone.

10



1.4 The viscous 2D Boussinesq equations
This section deals with the 2D viscous Boussinesq equations,

Ou+u-Vu=—Vp+vAu + 0é3,
(1.10) Vou=0,
00 +u - VO = kAD,

where both v and k are positive numbers. The global regularity can be established for
this system of equations (see, e.g., [6]).

Theorem 1.4.1. Given an initial data (ug,6y) € H*(R?). The 2D viscous Boussinesq
equations (1.10) have a unique global classical solution (u,8) € C([0,00), H?).

Proof. The proof of this result is almost trivial and similar to that for the 2D Navier-
Stokes equations. The proof is provided here to point out why the global regularity
problem for the 2D problem can be easily solved and why the 3D case is different. It
suffices to establish the global H! bound. First of all, we have the L?-bounds

t
rwm+2géuvm@h=u%@,

lull + 2v /Ot IVull3dr < (luollz + t]1foll2)*.
It follows from the vorticity equation
Ow + u - Vw =vAw + 0,,0
that

1d v 1
3718 + VIVIB < 1Bl ol < FIVlE + o 6ol
t
1
Joll + v [ IVl < el + 10l
0
By the equation for 6,

1d

1.11
( ) 2dt

IVOII2 + sl AG]5 < /IVUIIWIQde < C||Vul3[ Vo3
Applying the Gagliardo-Nirenberg inequality
=g oo
(1.12) 1 Fllzsen < € NF Iy IV sy
with d = 2, namely || f||ls < C ||£]|15* ||V f]|3*, we obtain

v C
IVull; < CIVull3 [ VZull, < §||V2U||§ + ;||Vu||§ I Vulf3

11



Therefore,
v K C C
ClIVulls|VOlls < SIVZulls + S1V6lz + — [ Vaullz [Vull; + — (VoI [ VO]5.
Inserting this inequality in (1.11) and applying the integrability
/ IVl dr < oo, / IV6]2 dr < oo,
0 0
we have, for any T" > 0,
T
IVOT)IE o [ a6 < o)
0

H? norm can be obtained through a similar procedure. We would like to point out that
(1.12) depends on the dimension d and a similar procedure does not yield a global H*
bound in the 3D case. When d = 3, we have

3 3 C
HVUH?iS(RS) <C HVU||22(R3) ||V2UH22(R3) < ”V2U|’i2(R3) + ;HVUH%?(H@) “qu%Z(R?’)'

(LTI

But now ||Vu||4LQ(R3) is no longer time integrable. This completes the proof of Theorem
1.4.1. O]

We finally remark that the solutions to (1.10) in the basic energy space (u,f) €
L*L2 N L2H} can be shown to be unique.

1.5 Partial dissipation with either Au or Af

This section studies the global regularity of the 2D Boussinesq equations with partial
dissipation. We start with the case when only Auwu is present.

ou+u-Vu=—-Vp+vAu + e,
(1.13) V-u=0,

The global regularity issue for this system of equations was listed by H.K. Moffatt as
one of the 21st century PDE problems [44]. The global regularity was obtained by T.
Hou and C. Li [33] and by D. Chae [10]. The result can be stated as follows.

Theorem 1.5.1. Let (ug,0y) € W>4(R?) with 2 < q < co. Then (1.13) has a unique
global solution (u,0) € C(]0,00); W24(R?)).

12



Proof. First of all, for any ¢ € [1,00], ||0(t)|l, < ||60]], and

lull + V/Ot IVull3dr < (luollz + t[16oll2)*.
In particular, due to |Vul||p2 = ||w]| 12, for any ¢ > 0,
t
v /0 w2 dt < oo.
For 2 < ¢ < o0, it follows from Oyw + u - Vw = vAw + 0,,0 that
Sl + (g = 1w [ 1VuPlufda
= /(9xlﬁw|w|q2d$
= (-1 [ o0l
= (=) [ Ol ool
(¢ = DIVl T a0l o™

v(g—1) 21, ,1q—2 1 2 -2
o [ Dl + (- 1) IRl

IN

IN

Therefore,
d o a2 4@ =1) o s
Sl ata = 1w [ 19uPlelr2 < S o2y 2

In particular,

d
—llwllg <

2(q —1)
dt v

16oll3

2(q—1)

lollg < llewollg + 100l

2
(1.14) leolly < llwollg + 4/ —t(a = 1)l6]lo-

We thus have obtained a global (in time) bound for ||w||, with any 2 < ¢ < oo, but this
does not lead to a global bound for ||w||s. As a consequence,

lulloe < CllulllIVully™ < C ull3llwlly™ < oo,

where ¢ € (2,00) and a = 2(qq—_21)' We now bound [|Vwl|, and ||V8]],.
1 d V q A 2 v q_2 1 2 v V 2|2 v q—4
qaIVella+y [ 1AawlIVelT=+ 2(g=2)v [ IVIVWlTVe]

(1.15) :—/V(u-Vw)Vw]Vw\q2+/811V9-Vw]Vw|q2

13



To see why the dissipation yields the second and third term on the left-hand side, we
write the inner product in terms of the components and integrate by parts

/VAw - Vw|Vw|1™?
= /0j8k8kw8jwww|q‘2
. / (0,00 |V — (q - 2) / (0,040,002 V |4,

where repeated indices are summed. To estimate the terms on the right, we integrate
by parts,

/u VWV (Ve Va2
—9
= /u -Vw (Aw|Vw|q_2 + qTVwV(|Vw|2)|Vw|q_4>

-1 a=2
< ullso[ Vol Vwlld [Aw[Vw] =2
-9 g2 gt
Hullo Vel == Vella™ IVIVel Vel = .

Then, the entire right hand side of (1.15) can be bounded by

4(q—1)

v q—2 q—2 -4
S 1AWVl 15+ (lullZ Vel + Vo)D) + 5 V[[V(IVw]?) [ Vw| = |5

For the 6 equation, we can get

1d
1981 < [l 781

Then

4
(@ = DIl Vwllf + (= (g = 1) + [IVullo) [ VOl

14

1d
garIVela +1vollg) <

|~

We don’t know if fot IVul|sodt < 0o. We need a logarithmic type inequality. By lemma
1.5.1 below,

N

Vul[zee < e(1 + lwllan) flog(1 + [Vl )]
It then follows that Y (t) = || Vwl||%, + || V0|3, satisfies

é%p <Y (t) + c(1 + [Jw| )Y (2) [log(1 + Y (1))]

[NIES

Since, for any 7" > 0,

T
/ |wl| g dt < C(T),
0
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we have

Y (t) < C(T).
Together with the Gagliardo-Nirenberg inequality
[Vllie < | Vulal| Vs with o= L2
Loe > L2 La 2(q _ 1)7
we obtain
T
/ V| dt < 00,
0
which implies the regularity of the solution. This completes the proof. O
Lemma 1.5.1. For q € (2,00), we have
1
(1.16) Il < o1+ 11 o) [log (1+ /11502 )]
and
(117) gy < ellfllze + el fll s Tos (14 171 g2 )

where ¢’s are constants depending on d and q only. In particular, when d = 2,

1fllzee < e(1+ [ Fllz) fog (1+ [V f ]| za)]? -

Proof. We first prove (1.16). Write f as the inhomogenous Littlewood-Paley decompo-

sition,
[e.e]

F=Y_ 4041

Let N > 0 be an integer to be specified later. Then, by Bernstein’s inequality,

N 00
£l <UD fllzee + D NG floe + D 12 Flle
7=0

i=N+1

N o0
A flle + D 2G| A fllpe + > 2T £ s
j=0 j=N+1
N N o) L )
- d sl 1
elflle + OO DA @A fll2)) 2+ Y 296 A fls

=0 j=0 J=N+1

IN

IN

<

= id(L—Ly g1
lfllzz + N+ DM g+ > U2 DN, fus
’ j=N+1

= id(l—1
= cllfllzz + (N + D20 e+ Ul gz D 276
j=N+1

11
ellfllzz + (N + Y21l jars + cl| ] oz 249G

IN

IN

15



Now taking an integer N such that

1 1
2

£ ]| a2 28 FD9G72) < 1
q,OO

we then obtain (1.16). The inequality in (1.17) can be proven by slightly changing the
proof above. In fact, if we employ the following bound instead of the one above

N
(11 (53—
D2 A | < (N + 1) sup 2G| A g2 = (N + DI e
; ;00

J=0

then the procedure above leads to (1.17). This completes the proof of Lemma 1.5.1.

Next, we consider the system with thermal diffusion A8, namely

(1.18)

du+ (u-Viu=—Vp+0es
00+ (u- V)0 = kA

with x > 0. This system of equations has also been shown to possess global solutions
for sufficiently smooth data. More precisely, we have the following theorem,

Theorem 1.5.2. Let (0, ug) € W*I(R?),2 < q < oco. Then the system has a unique

global solution
(1,0) € C([0, 00); W29),

The following theorem is proven in a very similar way.

Proof. The local existence and uniqueness part is standard. To obtain the global esti-
mate, we reply more on the regularity of  due to the diffusion in the #-equation. Clearly,
we have the basic bounds, for any ¢ € [2, 00),

t
101+ ata =) [ [1V0RI61" 2w = 001,

[ull 2 < [luollz2 + t[|0o]| 2
From the vorticity equation dyw + (u - V)w = 0,,0, we get

1
g0l = [0k < o, bllall]

Therefore,

1
T T 2
oDl < ool + [ 100120t < el + ([ 1901Rst) V.
0 0

Next,
1 _ _
EatHWH%q = /@ﬁ)iﬂ\wlq 2dr < ||VO||allwlfa"

16



Or somply
Orf|wlza < e[ VO] La-

On the other hand,

q—2
4

1
5at|yve\|§q+m/|my2weyq2+f<;( )/|V|V0\2|2\V0|q4dx

- —/V((u .V)6) - VO|VH|?

< Cllul[z~ [(q — DIVOIIZ. [ VIVOPIVO ' (|2 + VO] 2,110 V0] || 2| -
Then ) ( D
q_
—0||VO||T. < e [ul| 711V O]
q K
or
q—1 2
OlIVOze = e(——)l[ullzo VO] 1.

Using the Lemma 1.5.1 again, we get

lull e < ellullze + e(1 + [Jwllz2)/log(1 + V] 10

Therefore,
Z(t) = wllze + VO] Lo

obeys
%Z(t) < 1+ wllz2) Z() log(1 + Z(1) + c

This allows us to obtain a global bound for Z(t). This completes the proof of Theorem
1.5.2.

1.6 Horizontal dissipation

The results presented in this section are from the work of R. Danchin and M. Paicu [25]
and from that of Larinos, Lunasin and Titi [36].

Consider the IVP for the 2D Boussinesq equations with horizontal dissipation

Ou+ (u-V)u=—=Vp+ vug + 0ecs,
V-u=0,

00+ (u-V)0 =0,

u(z,0) = ug(x), 0(x,0) = by(x)

(1.19)

(1.19) has been shown to possess a unique global solution for suitable (ug,6y) and the
following theorem combines the results of R. Danchin and M. Paicu [25] and of Larinos,
Lunasin and Titi [36].

17



Theorem 1.6.1. Let ug € H'(R?) and V -ug = 0. Assume wy =V X ug € VL, namely

sup l|lwol| La
>2 /4

Let 0y € L> N L™®. Then the IVP (1.19) has a unique solution (u,0) satisfying

< 400

0 € Cy([0,00); L), 6 € L™([0,00); L™).
In addition, if 6y € H® with s € (1/2,1), then

(1.20) 0 € L;s.([0,00); H™).

loc

for any e > 0.

Remark 1.6.1. The paper of R. Danchin and M. Paicu [25] originally assumed that
0o € H® with s € (1/2,1) to show the uniqueness. Later Larinos, Lunasin and Titi [36]
was able to prove the uniqueness without this assumption.

Remark 1.6.2. The reqularity result for 6 in (1.20) comes from a typical losing type
estimate.

The proof of Theorem 1.6.1 is divided into several steps, which can be accomplished
through the following subsections.

1.6.1 Global weak solution

This subsection proves the global existence of weak solutions in a very weak functional
setting via Friedriches’ Method. This method cuts off the high frequencies and thus
smooths the functions. The global existence result can be stated as follows.

Theorem 1.6.2. Let 6y € L* N L*® and ug € H' and V -uy = 0. Then (1.19) has
a global weak solution (u,0) satisfying 0 € L>([0,00); L* N L>), u € L52.([0,00); H'),
uz € L, ([0, 00); H?).

Proof. (Friedriches’ Method) Let n € N and define
Ly = {f € L*(®®)|suppf C B(0,n)},

~

Jnf = (XB(O,n)f)V>

where ]? and f¥ denotes the Fourier and the inverse Fourier transforms, respectively,
and Xp(o,n) is the characteristic function on B(0,n). Clearly, J, f € H® = Ny>oH".
Consider the equations

0,0 + I,V - (Joud) =0,
(1.21) O+ PJ,Y - (JuPu ® JoPu) = v J, POt + J,P(083),
u(z,0) = Jyug, 6(z,0) = J,0,

18



where P denotes the Leray projection. By the Picard theorem, there exists 7% > 0 and
a solution (u, 8) € C*([0,T), L2) (of course the solution depends on n, but here we just
write (u, 0) for notational convenience). Noticing that J,f = f if f € L2 and PF = F
if V.- F =0, we have

@g@ + Jnv . (U@) = 0,
Oou+PJ, V- (u®u) =rvd,u-+ P(@e_g).

By the energy method
10122 < (| Juboll2 < |60]| 2,

t
lull7> + 21// 10zull72dt < (||uollz2 + ¢[00l z2)*.
0
Taking the curl of the u-equation yields
Ow + PJ,(u - Vw) = 10w + 0,0

and thus

t t t O t
ol + 20 [ oswlfidr < [ Nealaousladr <v [ fosslfar + 5 [ eoliar
0 0 0 0

Therefore, § € L*>([0,00); L?) and u € L>([0,T]; H') for any T > 0. By the Picard
Extension Theorem, (6, u) is global in time and admits bounds that are uniform in n,

0 e L°([0,00); L?),  u™ e L>([0,T]; HY).
In addition, it can be shown that
9,0 € L=([0,T); H=?), 9™ € L>=([0,T); H™")

Since L? < H~3/? locally and H' < H~! locally, the Aubin-Lions compactness lemma
then implies u™ — w in HE for any —1 < L < 1 and ™ — @ in HE for any

loc loc
—3/2 < L < 0. We can use these convergence to pass the limit in the weak formulation.

This completes the proof.

1.6.2 Local classical solution

This subsection shows that (1.19) has a unique local classical solution.

Theorem 1.6.3. Let (ug,0y) € H® x H' with s > 2. Then there is T > 0 and a
unique solution (u,0) € C([0,T), H® x H*™1) satisfying (1.19).

Proof. We can either use the mollifier approach as in the book of Majda and Bertozzi
[39] or Friedriches’ approach above. The crucial part is a local priori bound. Define

Ff=(1—=A»2f or TJf(€)=(1+[¢)5f().
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Then clearly [|J*f]|z2 = || f|

us. It follows from the vorticity equation
Ow + u - Vw = 0y, 4w + 0z, 0

that 14
S TR + 0, Tl = Ky K,

where
K, = /811J519J81w,
Ky =— /(JSl(u Vw) —u- VI W) w,
K, and K, can be bounded as follows. By integration by parts,
v . 1, .
5] < 2000wl 4 L0l

Applying the commutator estimates in Lemma 1.3.1 yields

|| < HJs_l(U-VOJ)—u-VJs_leQHJs_lcuHQ
< C(l7ull2llwlloo + 17 wllal Vel oo )| J* ]l
< OVl 7 w3
Similarly, we have
L d 19|12 -1 s—1 s—1
§E||JS 0l = — [ (JH(u-VO) —u-VJ70)J 0

< OOl T ull2l0lle + 117771 0ll2] Vel o)
< Ol wll3 + [17°710112) + ClIVullool| 7013

Therefore, Y (t) = ||J* w3 + || J5710||3 satisfies

d

Y () < CA+ 0]l + [[Vullw) Y(?)-
Since s > 2,

|Vull, < C||Vul|ger <C HJS_leQ.

and consequently
d
SV () < C (1410l + VYD) Y0,

This inequality implies that 37" such that Y (¢) < C for ¢ < T*. This completes the
proof.
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1.6.3 Global classical solution

This section establishes a global bound for ||u|| s and ||@]| gs—1, which allows us to extend
the local solution in the previous subsection to a global one.

Theorem 1.6.4. Assume that (ug,0y) € H* x H*™' with s > 2. Then (1.19) has a
unique global solution (u,0) € C([0,00), H* x H*™1).

Proof. Tt suffices to obtain a global bound for (u,6) in H* x H*"!. From the previous
proof, Y (¢) = |[J¥'w]|3 + || J*10]|3 satisfies

d
(122) Ly (1) < C(1+ 0]+ [Vul) Y 2.
The trick is still to control ||Vu||« through the following logarithmic interpolation in-
equality, for o > 1,

11 < sup L0 g T T

as proven in Lemma 1.6.1 below. In particular, for s > 2, we have

[|Vull, < CsupM\/log(l + [|[Vul| 5-1)

>2 /4
(1.23) < C'sup M\/log(l + [|w]|gs-1)-

>2 /4
The goal is then to show that, for any 7" > 0,

T ||V,
(1.24) sup ——— dt < oo.
0 g>2 q

This is accomplished through two steps. First, we have
T
2T
oD+ 20 [ ol < 2ol
0

and, as in (1.14),
[lw

I, [|wol| [2t
sup ——2 < sup ——2 + 4/ =6l 120700
ng N ng V4 l/” oll2nz

We caution that the inequality ||Vul|, < ;%ijHq does not really help. Instead, we use
the imbedding inequality, for a constant C' independent of ¢,

1£1l,
— < 1
wp = < Ol

and the simple fact that ||0,,w|2 = [|[VOs, u||2, we have

T 0 g 4
/ sup ——2dt < C / |0z, Vu||2dt = C / |0z, w]|2dt < o0.
0 g¢>2 \/5 0 0
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Due to the divergence-free condition 0,,u; + 0,,us = 0, we also have

119z uzllq
0 q>2 \/a

In addition, 0,,u1 = 0, u2 —w and thus
T T T
[ st g [ el [ Bl o
0 o2 q 0o 2 V4 0 =2 4

Thus we have proven (1.24). Combining (1.22), (1.23) and (1.24) yields the desired
global bound. This completes the proof of Theorem 1.6.4. O

We now provide the lemma used in the proof of Theorem 1.6.4.

Lemma 1.6.1. Foro > 1,

“J;”g" N RN

[ flleo < C(0) sup

qz

“J}’” < C I,

qZ

where C’s are constants.

1.6.4 Proof of Theorem 1.6.1
This subsection outlines the proof of Theorem 1.6.1.

Proof of Theorem 1.6.1. It consists of three main steps. The first step proves the exis-
tence, the second proves the uniqueness while the last step provides the losing estimates.
The first two steps are provided here, but the losing estimates are separated into another
subsection.

To prove the existence, we first regularize the initial condition. For ¢ > 0, set

JEf:,OE*f

where p. = 5 po(%) with py € C3°(R?), [g, po(z)dz =1 and

1, if |zl <i
p<x>={ s

0, if |z| > 1.

Consider (1.19) with the initial data u®(x,0) = J. % ug and 6°(x,0) = J * 6. Since, for
any s > 0,

<C1

— 6sfl

1
Tl s 1051l < € 1160l e
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where C' is a constant independent of €. By Theorem 1.6.4, there exists a unique solution
(u,0°) € C([0,00); H® x H* ™).
Since (uf, 6¢) admits a global uniform bound in H' x L? (uf,6°) — (u,0) in H' x L?
and (u, 0) is a weak solution according to Theorem 1.6.2.
We now show the uniqueness. R. Danchin and M. Paicu [25] assumed that

1
QOEHSHLOO with s € (5,1)

Larios, Lunasin and Titi [36] obtained the uniqueness by just assuming 6y € L* N L.
What is presented here is a modified version of Larios, Lunasin and Titi and the essential
idea is the Yudovich approach. Let (u(V), ™M) and (u(®,6®)) be two solutions. Then the

difference (u,#),
a=u —y® g=90_ 9>

satisfies

Ot +u - Vi + 1 - Vu® = 9,1 — VP + 0,
90 +u VO +7-vI? =0.

The second equation demands too much regularity on . To exchange into a variable
with less regularity requirement, we introduce

AW — g ALR) — g T ) @)

Clearly, E satisfies B B
ONE +uM - V(AE) + 1 - VALY = .

The goal is to show u = 0 and 5 = 0. It follows from simple energy estimates that

1d, . ~ - ~ >,

s+ 10 =~ [@-vu® 5+ [age @
Ld, o7 0.vafi- [a 0§
SIVelle =~ [« VALE = [ u- VAT €.

We now estimates the terms on the right.

/Ag@ U = /AgﬂQ = /(a:mxl + ax2$2)5ﬂ2
= —/axlgazlﬁ2+/ax2§axlﬂl

1, o~ 1 -
< SIVER + 510,73,
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Integrating by parts and noticing that 6 = A£® . we have
— / U-VAL®E = / U - VEAE®D
< 1||9(2)|| (I3 + 1IVE]3)

For notational convenience, we write

le—/a-vu@)-a, J2:—/u<l>-VA§E.

Clearly

22

2 —2_2 2 -
|| < IIU||50/|Vu(2)||u|2 <l &V u® | lally ?

We know that

Vu®?
ap Vel _
p>2 p

for Cy independent of p. Also we have |[ul|c < M = C ||ul|3 ||Val|,~* for any ¢ > 2 and

a= 2(2;}”. Therefore,

2 2-2
| 1] < Cop M7 ||ull, ”.

Using the simple fact that a function f(z) = zA% has the minimum 2elog A, we have

1] < 2Co (log M — log [[a]2)||lf3.
Integrating by parts yields

g, = /u(l) - VEAE
- / u) . VE 8,0E
- — /ak,u(l) - VE Op€ — /u(l) - VORE OE
— / OpuV) - VE OE.
Therefore,

< [ vt Ve

N

< |VEL / V|| VEE.
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Since HVEHOO <M,

2, ~2-2
CpM»[[VEll, *

| o] <
< C(log M —log||VE]l2) [ VE]3:

Combining the estimates allows us to conclude that X () = ||@]|2 + || VE||2 satisfies

d _
ZX ol < OX +C (log M —log X) X,

where C’s are constants.

d
EX_CX < C(logM —log X)X

d

E(e—CtX) < Ce“(logM —log X)X

t
Xt < e“'X(0)+C / e“ " (log M — log X)X dr.
0
Since X (0) = 0, we have X (¢) = 0 for any ¢ > 0 by Osgood inequality (see Lemma 1.6.2
below). This completes the proof of Theorem 1.6.1. O]

Lemma 1.6.2 (Osgood Inequality). Let pg > 0 be a constant and a(t) > 0 be a contin-
uwous function. Assume

p(t) < o+ / a(r)w(p(r))dr,

/100 wzr)dr = 00.

Then pg = 0 implies p = 0, and pg > 0 implies that

where w satisfies

o)+ ) < [ a(r)dr

where Q(p) = fl dr_

w(r)’

In particular, the Osgood inequality applies to w(p) = plog % since

/OO ! dr = o0
. r(logM —logr)
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1.6.5 Losing regularity estimates for 6

We stated in Theorem 1.6.1 that, if 6y € H*N L*™ with s € (%, 1), then § € H*~¢ for any
€ > 0. The solution is no longer in the same functional setting as the initial data and

the loss of regularity is due to the velocity is not Lipschitz. Other losing type estimates
can be found in the book of H. Bahouri, J.-Y. Chemin and R. Danchin [4].

Theorem 1.6.5. Consider

1.25
(1.25) 0(0) = po. v eR?

{8tp+u-Vp:f r € R? t >0,
Assume py € Bs (R*) with =1 < s <1, f € L'([0,T];B5 ), V-u=0 and

N> VN
for some V€ LY(0,T). Then for any ¢ € (0, %)

g157'72
pie < CeH VO (ool 4 [1Fllgss ).

Ird
where C' and C are constants independent of €.
Proof. Applying A; to (1.25) yields
OAjp = Ajf = Aj(u-Vp).
Using the notion of paraproducts, we write

Aj(uw-Vp) = h+J+J5+Ji+Js
= ) [Aj(Seau- VAR) = Spoau - VA;Ayp)

[k—j|<2

+ Z [(Sk—1u — S;ju)VA; App] + SjuVAp
|k—j]<2
|k—1]|<2 k>j—1

where Ak = Ap_1+Ap+ Apyq. Taking the inner product with A;p and integrating over
the space leads to

d
aHAJPH% <A fll2l|Ajpllz + ([ ill2 + [ T2ll2 + (| Jall2 + [ 5 ll2) 1A p]2,

where we have used the fact that
/J3 Ajpdr = /(Sju -VA;p)Ajpdz = 0.
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The norms ||.J1]|2 through ||J5||2 can be bounded as follows.

I hll: < C Y IVSiaullellAeplls, [ Jallz < C Y [ Akullz=27 | Agplla,

|k—j|<2 |k—j|<2
1Jalla < C Y Al IVSkaplla N5l < ) 2 Axullzoe | Axplla:
|k—j]<2 k>j—1

For fixed j, the summation over k satisfying |k — j| < 2 contains only a finite number
of terms and can be bounded by a constant multiple of the term with j = k. Thus we
have obtained

d .
2185l < 118y fll2 + CIVSjaull = [ Al + 27| Agul =1 Agpll2

OBl |V Sjmiplle +C ) 2| Agull || Axplle.

k>j—1

Furthermore, [|VS;_ju| e~ < /j+2V(t) and, by the lower bound part of Bernstein’s
inequality, 27||Ajullp~ < /7 +2V(t) for j > 0. Also, for any —1 < o < 1,

IVS;aplla = D 2" Aupll
m<j—2

< (9i(1-0) Z 2m=D=a) gom | A5,

m<j—2
= 207 p||pg
and
Z 2| Agul| oo || Arpll2
k>j—1
= 207 3" 2700 VA 1 SUp 25| Apl|2

k>j—1

#IIVAWIILOO
2 0’]||p||BU Z o(+0)(=k)\ /T £ 9
k>j—1 v +2

—oj |V WHLOO o)
< (02 ]||p||Bg’°°k>' 1 /i + Z \/_ o(1+0)(j~F)

n k>j—1
< 02"’j||p||Bng(t)\/j+2.

Putting the estimates together, we find

IN

IIAngz <A flla +C277V()/5 + 2lpllg .,
Now we take

fot V(s)ds

t
0y =8— €——— Or J:s—n/Vsds with 7=
t fOTV(s)ds t 0 5)

€

fg V(s)ds'
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Clearly o, € (—1,1). We substitute o; for o and integrate in time to obtain

t t
I8l < 1smll+ [ 18, lladr + CVTHE [ 2oV @)l
0 0

Multiplying by 2°% and noticing that o, — o, = —n f: V(s)ds, we have

t t
. - i t s)ds
2791 Azpll2 < llpoll pge. +/ Hf|\BgtoodT—|-C’/ i+ 2V (r) 27 - Vd |pllsg-_dr.
k) 0 k) 0 ’

Choose the smallest integer jo > 0 such that

(1.26) S <jo+2.

4
(In(2))>n

Then, for 57 > jo,
t
. 1
C/ Vi+2V(r)e ™V JVs)ds g - 5
0

In fact, by direct integration,

A

t
C / Vi + 2V ()27l Vs g
CV]+ / 2]7]f V(sdsdT

_ C YvJT A .] + (2—j7]f7_ V(s)ds)

nn(2) J,
— Cvi+z2 Wr(l _9-inly Vis)sy 1
Jnln(2) 2

Fix to < T and assume t < t5. We now take the supremum over j > —1

- /nf

+C (sup+sup)/ Vi+2V(r)2™ ni J V() d5||p||BaT dr

Jj2jo  j<jo

sup 27| 85pll2 < o
j>—1

BS dT

< HPO

1
et [ 1l + 3 s 1o,

2 T€[0,t0]
N /‘ o)l g dr

Since this holds for any ¢ < ¢, < T, we take the supremum over ¢ € [0, #y] to obtain

to
sup o)z, < 2nlag. +2 [ 15

te[0,to]
+CVjo+2 / 7)|lp(r ‘B;‘;odT-
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Then
z(t) = sup [[p(7)|l g,

T€[0,t]
to
5 +2/ I (r Bgmdr+0\/jo+2/
0

Applying Gronwall’s inequality and recalling that

41 (7
\/]0+2_1 26/ V(r)dr,

. /||f 5 df} exp (C (/OTV(T)dT>2>,

where C' is independent of €. This completes the proof of Theorem 1.6.5. O

obeys

2(to) < 2 pol

we obtain, for any ¢t < T,

A0 <2l

1.7 Horizontal thermal diffusion
We work on the 2D Boussinesq equations with only horizontal diffusion

A+ (u-Vyu=—Vp+0e3,

00 + (u- V)0 = 0y,4,0,
V-u=0,

u(z,0) = up(x), 6(z,0) = 0y(x),

(1.27)

where we have set the coefficient of 9,,,,0 to be 1, without loss of generality. (1.27) still
possesses a unique global solution when (ug, fy) is in a suitable functional setting. The
following result is of R. Danchin and M. Paicu [25].

Theorem 1.7.1. Assume ug € H' ,wyg =V x uy € L>®,0y € H' N L>,|0,, |50, € L*

for s € (0,%]. Then (1.27) has a unique global solution (u,0) satisfying

u€ C([0,00); H'),  w € Li,([0,00); L%),
0 € C[0,00) H'NL®),  [0s]"°0 € Li([0,00); L%),  |0:, "0 € Li, ([0, 00); L?).

Here |0,,|° with 3 € R is defined in terms of its Fourier transform,

10,17 f(2) = /eix'§\§1|ﬁf(§1,@)dﬁld&,
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Proof. We will not provide the details, but rather briefly outline the major steps. The
equations give us for free the global bounds on ||0||r2n~ and ||u|| 1. The first real step
is to obtain a global bound for ||[V0||. This can be established by writing the nonlinear
term explicitly in terms of the partial derivatives in different directions and fully take
advantage of the dissipation in the z-direction. The resulting estimate is given by

d
VOl + 110, V72 < BV,

where B(t) is integrable on [0, 00). Some special consequences of this inequality are
lw(, Tl < C(T), - Jul Tz~ < C(T),

where T' > 0 is an arbitrarily fixed and C'(T") depends on the initial data and 7. In fact,
by the Sobolev embedding inequality

192,0]| 21 < C10.,0] 151V D, 011

L2 L2

we have
T T
/ 10:.01|%: dt < C sup ||a$19||§2/ 19, V6|12, dt < co.
0 t€]0,7] 0

It then follows from the vorticity equation that

1d
1l = [ Onbululds < 10,0l

Therefore,

t t 1/4
Jolls < ol + [ 100l < onls + ([ 10a6lear)
0 0

Thus,
1/3 2/3 1/3 2/3
ullzee < Nl )2 | Vul2 < Cllull 2wl 28 < oo
Next we show that, for s € (0,1/2],

(1.28) 102, 117560 € L2 ([0,00); L?), |04, *™0 € L2, ([0, 00); L?).

loc
Clearly, |0,, |' "0 satisfies
4|0y |50 = Oy |00, [17°0 = =10, |75 (u - V).
Taking the inner product with [0; 7|0, we find

1 d S S S S
3110 Ol 1001 = = [ 10 (- 96) 000 da

_ —/|0x1|(u-V0)|8x1|1+259dm

Oy

9. (Opyu - VO +u-V0,,0)|0,, " *0dx.
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Since s € (0,1/2],

axl S S
/Ié‘ |(U'V(‘3’m@)lf>’ac1|1+2 Odz < ullp=l|V 0z, 0l 2|00, |0 2
1
< ullz=10s, VO

Writing 0,,u - VO = 0,,u10;,0 + 0, u20,,0, we have

a S S
9,7 (Ot VO 00 | 750dn <l 100, e [190s [0
Oy, U0, 0] D1y | 256,
/|8x1| 1 U2 2| 1|
In addition,
0,
[ gm0, = — [ S, 0000, o

L/w|mm (130,0)/02,[*+*0d

< uallzel|0n, VOl 22 100,20 2
+110z, * (1200, 0) || 21110z, [0 2
1 S
< Nallze 102, VOIZ2 + 21110270172

Ol (102011 22 + 101050 2)*.
Combining the estimates yield, for some g € L}, ([0, 0)),
d 1+sp(2 24502
g 110 0l + 10, 777072 < g(2).
We thus have obtained (1.28). A special consequence is that
w € Li,([0,00); L).

This can be obtained by combining

t
ol < ool + | on6lldr
0

with the simple estimate of the following lemma.

Lemma 1.7.1. [fi + é <2, s >0, s >0, then

[fllzee < CCLfllz2 + (1100, [ fllz2 + (1102, ]%2 fll 22)-
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Applying this lemma with s; =1+ s, sy =1, we have
t
lwll e < flwollzoe + C/ (110201l 2 + 11102 [***0l 2 + 1|0, O, 0] 12)dT < 0.
0

Trivially, interpolating between L? and L* yields w € L? for ¢ € [2,00). More impor-
tantly,

[Vulze _

Vu e L7 ([0,00); L) or  sup sup < C(T).

loc
te[0,7] ¢>2 q

This completes the part for the existence and regularity part. Finally we show the
uniqueness. This is a consequence of the Yudovich type argument. Let (u,0M) and
(u®,0?) be two solutions. Then @ = u® —u® and 0§ = 0 — 62 satisfy

Ot +uV) - Vi + @ - Vu® = 0e;
0,0 +u . VO+a- -V =9, ,.0

The most difficult term we would encounter in the further estimates is
/ Uy 020 Odz
One way to handle it is to use the identity
I'=(1—=0405,)"" = (I — 04,00,) " 03,00y

We shall omit further details. This completes the proof of Theorem 1.7.1.

1.8 Vertical dissipation and vertical thermal diffu-
sion

This section focuses on the global regularity problem for the 2D Boussinesq equations
with vertical dissipation and vertical thermal diffusion. More precisely, we study the
global existence and uniqueness of solutions to the initial-value problem of

A+ u-Vu=—Vp+ vd,u+0e;
0 +u -Vl = k0,0

V-u=0

u(z,0) = ug(x), 6O(x,0) = Oy(z).

(1.29)

We are able to establish the global existence and uniqueness in a recent work in
collaboration with Cao [8]. We should also mention two previous papers [2] and [3] in
which partial results have been established. The main results can be stated as follows.
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Theorem 1.8.1. Consider the IVP for the anisotropic Boussinesq equations with ver-
tical dissipation (1.29). Let v > 0 and k > 0. Let (ug,vo,0) € H*(R?). Then, for any
T >0, (1.29) has a unique classical solution (u,v,8) on [0,T] satisfying

(u,v,0) € C([0, T); H*(R?)).

The rest of this sections proves this theorem. As we mentioned before, the local
existence and uniqueness is not very hard to obtain. Therefore, our effort will be devoted
to proving the global a priori H? bounds for the solution. For the sake of clarity, we
should accomplish this big task in several subsections.

1.8.1 What is the difficulty?

We briefly explain the difficulty and point out a simple fact. The L?-estimates are easy
to get.

T
10(0)113 + 26 / 18,012 dt < [0,

T
lu(t) 2 + 20 / 10,ul2dt < (luolls + ¢ [6o]l2)°.
0

But the global H!'-bound is hard to prove. Consider the equation for w = V x i, which
satisfies

(1.30) Ow + U - Vw = v0yw + 0,0.

1d 9 5
5%/01 +1//(8yw) —/&C&u.

In contrast to the horizontal dissipation case, the dissipation in the y-direction does not
allow us to hide 0,6. Therefore, if we want to obtain a global bound for ||w]|2, then we
need to combine it with the estimate of V.

1d
(131) /\vemn/@veﬁ _ —/ve-vu-ve.

As a simple consequence,

2dt
To make use of the dissipation in the y-direction, we write
(1.32)  VO-Vu-Vl = 0,u(0,0)* + 9,09,00,0 + 0,ud,00,0 + d,v(d,0)>.

To bound the terms on the right, we need a lemma.

Lemma 1.8.1. Assume that f, g, g,, h, h, € L*(R?). Then

1 1 1 1
(133 [ bl dsdy < rla gl gl 1l el
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This lemma allows us to bound some of the terms suitably. For example,

< C[0yull2 10:8113 110y6113 10,6115 110z,6]13

‘/ayuaweaye
I
< ZH%@II% + C (k) 0yull3 110:012 118,62

Integrating by parts, we have

/ 0,00,00,0 = — / 0 (02002 + Oryv0,0)
< NOollss 192112 10240112 + 1100l 100112 10z,

However, the term [ d,u (9,0)* can NOT be bounded suitably. But if we know

T
(1.34) / lo(t) |2 di < 0o,
0

then we have, after integration by parts,

/ Opu (0,0)* = — / O, (0,0)* = / 00,0 0,0
K
< 710015+ C(R) o) 17 19:615-

Inserting the estimates above in (1.30) and (1.31), we are able to conclude that, if (1.34)
holds, then

I + V0] + v / (O,0) + r / 19,96 < C(T).

Unfortunately it appears to be extremely hard to prove (1.34). Therefore, we have to
solve this problem through a different route.

1.8.2 Key ingredients in the proof

This section presents the key ingredients in the proof as well as the proof of Theorem
1.8.1.

Proposition 1.8.1. Assume (ug,vg,0) € H?. Let (u,v,0) be the corresponding classical
solution of (1.29). Then the quantity

Y (t) = llwlz + 1015 + lw® + [VO|I3

satisfies

d
Y (0 + Nyl + 1101172 + /(w2 +[VOP) (W +[V6,[°)

< C (14 [160l1% + lvll5 + g ll5 + (1 + NlullD)lloyll3) Y (),
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where C' is a constant. As a special consequence of this differential inequality, we con-
clude that, if

T
| oo de < o,
0
then Y (t) < +o0 on [0,T7].

Proposition 1.8.2. Let (ug, v, 0p) € H*(R?) and let (u,v, ) be the corresponding clas-
sical solution of (1.29). Then,

t 2r 2r
(1.35) SUp—HUUHL <sup—”v0HL + B(t),

r>2 /rlogr = >3 y/rlogr

where B(t) is an explicit integrable function of t € [0,00) that depends on v,k and the
initial norm ||(uo, vo, 00)|| w2

The proof of this proposition is very delicate and provided in another subsection. An
exponential bound in r was obtained in [2] and a linear bound in [3], but we really need
a bound at this growth level in order for the proof of Theorem 1.8.1 to work.

Proposition 1.8.3. Let s > 1 and f € H*(R?). Assume that

£l
r>2 /1 logr

Then there exists a constant C' depending on s only such that

£l
o < C su
Iy < € sup — 2t

[log(e + || f]

< Q.

(NI

He(72))]

me(r2y) loglog(e + || f|
Proof of Theorem 1.8.1: Applying Proposition 1.8.2 and using the simple fact
that ||v]|3. < ||w|/3: <Y (t), we obtain

%Y(t) <AR)Y () + O B*(t) Y (t) log(e + Y (t)) loglog(e + Y (1)),

where A(t) = C (14 ||60l|2 + lluyll3 + (1 + [Jull3)]|vy]l3). An application of Gronwall’s
inequality then concludes the proof of Theorem 1.8.1.

1.8.3 Proof of Proposition 1.8.2

Before we provide the real proof, we would like to understand how a bound of this level
can be obtained. For this purpose, we make the ansatz

T
| ol < o
0
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Then we show that

Recall the equation for the velocity field

Up + Uly + VUy = —Pg + UV Uyy,
(1.36)
Vg + UV + Uy = —py + VU, + 0

Taking the inner product of the second equation in (1.36) with v [v|*" =2 and integrating

by parts, we obtain
o dt/MQT + v(2r — 1)/@5\1427"_2

=(2r—1) /pvy ]v|2’"2+/9vlv|2’"2.

The last term is easy to handle and we focus on the term involving the pressure p.

(2r 1) / puy o2 = (2r 1) / plol oy ol

< (2r = D llplloo [0 llog ol 12

v(2r —1) T_ .
< = llwglol™ 5 + € 2 = D lIpll ol =S
v(2r—1) . 2r—2—
< = gl M5+ C 2r = D lIpl% flvlls™ ol

Then, if [ [|p]|% dt < oo,

1d . 2 2r—2—
o lvlsr < C@r =l llolls™ el

would yield ||v||z, < C /.

But unfortunately, we do not know if fOT Ipl|2, dt < co. What we can show is the
following bound.

Proposition 1.8.4. Let (ug, vy, 6y) € H*(R?) and let (u, v, ) be the corresponding clas-
sical solution of (1.29). Then

(1.37) I(u(®), 0 (@)3 + v /0 1y (7), vy (P))] (), ()l dr < Mi(2),

(1.38) Ip(,t)ll2 < Ma(t), /0 IVp(- 7)ll2 dr < Ms(2),

where My, My and Ms are explicit smooth functions of t € [0,00) that depend on v,k
and the initial norm ||(uo, vo, 6o)| 2.
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We also need two lemmas.

Lemma 1.8.2. Let f € H'(R?). Let R > 0. Denote by B(0, R) the ball centered at zero

with radius R and by xp(o,r) the characteristic function on B(0, R). Write f = f+ ]7
with

(1.39) f=F xporFf) and f=F Y1~ xsomr)FI).

Then we have the following estimates for f and ]?

(1) There exists a pure constant C' independent of f and R such that
(140) H?HLOO(RQ) S C\/lOgRHfHHl(]RQ).
(2) For any 2 < q < 0o, there is a constant independent of q, R and f such that

Y q 7 q
(1.41) 1 fll a2y < C? I fll ey < C? I f Il e 2y

q

In particular, for ¢ =4,

1 fllamey < \/— S 1l e 2y

Lemma 1.8.3. Let q € [2,00). Assume that f,g,g,, h. € L*(R?) and h € L*4~D(R?).
Then

1-1 1 -1 1
(1.42) / [ 17 ghldrdy < ClLfl gl lgul3 1ol Nl

where C'is a constant depending on q only. Two special cases of (1.42) are

2 1 2 1
(1.43) / |fgh| dedy < C | fll2 llgll3 lgylls 1RNZ 1P|l
and

1 1 1 1
(1.44) / \fghl dedy < C|fll2 lglls lgylls 1RAl5 1Rl -

Proof of Proposition 1.8.2.

U + U, + Uuy = —Pzx + Vuyy7
(1.45)
U + UV + VU = =Dy + V Uy, + 0
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Taking the inner product of the second equation in (1.45) with v |v]? 2

by parts, we obtain

5 dt/’v‘% + v(2r — 1)/1}5 o[> 2
=(2r—1) /pvy o[> 2 —|—/6’v|v|2r_2

= (2r—1) /Z_”)y o 7%+ (2r = 1) /]5% o2 + /91} o> 2.

By Holder’s inequality,

(1.46) / 00|02 < ()]s [0]2,

/ By [0 < [Bllo ™l "o

Applying Lemma 1.8.3, we have

2 1 1.2 ot _
/ﬁvy o2 < ClBIIE 1B:113 0™ 13 1 = Do, o213 oy 2

Furthermore, by Holder’s inequality,
r(r—2) 2)

[, = lollag sy < llolls ) e

H|U|T_2U H2 —/|U|2 (r—2) U2 _/|U|2(r—2)v2(:—_12)vrz1 < HU H% HU |v|r—1H2(::12)
Yllg — y Yy Yy — yll2 Yy 2 .

Therefore,

r(r—2)
/T?Uy WP 2 < C Bl 015 ol fogo o

2r(r—2)
/ﬁvy o2 < = DRI I oI5 ol

2)
ey 137 o, ol |35

By Young’s inequality and Lemma 1.8.2,

2r=1) [ oy o2 < o =l

2r—2—
+C(2r —1)(log R) HPIIHleIIE "ol

By Young’s inequality and Lemmas 1.8.2,
@2 =1) [ 5oy 1o < Kear = Do + € 2r - ) - DE

42('r i) 2;r i) 221 241 9 2_2§r+1)
><Hp! Bl ol el ol

< 2 = Dljo" 3+ O 2r = 1)~ 1>2ri?R—%

2r—3—

e NTITE 7 SIS T 5T
X[pll el oyl v ll2™ [vllz :
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Without loss of generality, we assume ||[v||a, > 1. Inserting (1.46),(1.47) and (1.47) in
(1.46), we have

ol + 2or—1) / 2ol da

< C(2r = 1)(log R) lpllZ [o]l5 T H ||2r ’
4r—4 2

r— r— r— r— 2r—2
+C @ = )= DET R Il oI5 ol ol

+H0 2 [Joll7

Especially,

_2_
r—1

d
T llvllzer < C(2r = 1)(log R) [Ipll7n 1o]l;
2r—2

2r—2 _  r—1 P r—
+C2r—=1)(r =12 R pl 7 (el + llvyll3) ol
100z + [Vl Zar

Taking R = (2r — 1)%(7“ — 1)?, integrating in time and applying Propositions, we
obtain
[o®)l1Z2 < llvollzer + Bi(t)rlogr + Ba(t),

where By and Bj are explicit integrable functions. Therefore,

t 2 ™ 2 ™
sup HU( )||L2 < sup ||U0HL2 + (Bl(t) + BQ(t)).
r>2 TlOgT r>2 TlOgT’

This completes the proof of Proposition 1.8.2. n

1.8.4 Proof of Proposition 1.8.3
This subsection proves Proposition 1.8.3.
Proof of Proposition 1.8.3. By the Littlewood-Paley decomposition, we can write
J=5vuf+ Z A;f,
j=N+1
where A; denotes the Fourier localization operator and
N
SN+1 - Z Aj.
j=—1
The definitions of A; and Sy are now standard. Therefore,

1flloo < NSn+1flloe + D 1145 lloe-

J=N+1
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We denote the terms on the right by I and I1. By Bernstein’s inequality, for any ¢ > 2,
2N 2N
] <20 [[Sniafllg <29 [ fllg-

Taking ¢ = N, we have

£l
I <4 < 4y/Nlog N .
] < A4 fllx < og N sup

By Bernstein’s inequality again, for any s > 1,

I < Y0 2N flla= Y 27D 29 A f Iy
j=N+1 j=N+1

_ C2—(N+1)(s—1) ||f|

s .
B3 5

where C' is a constant depending on s only. By identifying B3, with H*®, we obtain

o < 44/Nlog N sup 171l + O 2~ WNHDGE=1) £
g

r>2 /1 logr

We obtain the desired inequality (1.36) by taking

N =

logy(e + [ fllms) |,

s—1

where [a] denotes the largest integer less than or equal to a. O

1.8.5 Open problems

It is currently not clear if the global regularity of Theorem 1.8.1 still holds if we set
either v = 0 or kK = 0 in (1.29), even though we can verify that certain parts of the
estimates still hold.

1.9 2D Boussinesq with fractional dissipation

This section is devoted to the global regularity of the 2D Boussinesq equations with
fractional dissipation or fractional thermal diffusion. It is divided into two subsections.

1.9.1 Summary of several existing results

This subsection briefly summarizes some of the existing results on the global regularity
issue concerning the 2D Boussinesq equations with fractional dissipation

T4+ T -V + AT = —Vp+0k,
(1.47) V.U =0,
0, + U - VO + xA0 =0
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where A = (—A)%. When a« = g = 2, these equations reduce to the standard 2D
Boussinesq equations.

Hmidi, Keraani and Rousset [31] were able to establish the global regularity of the
critical Navier-Stokes-Boussinesq equations, namely (1.47) with v > 0, xk = 0 and o = 1.
Their main result can be stated as follows.

Theorem 1.9.1. Let ug € H' N W with q € [2,00). Let 6y € L* N BY, ;. Then the
Boussinesq equations have a unique global solution satisfying

w € L ([0,00); H' n W) N L}, ([0, 00); B )
0 € Lis.([0,00); L* N BY, ).

loc

We remark that direct energy estimates will not allow one to obtain even global L2
bound on the vorticity. Their idea is to consider the evolution of the new function
w — RE. The vorticity equation is given by

witu Vw+Aw=0,, A=(—A)z
The idea is to write Aw — 0,, = A(w — RA), R = A~'9,, and consider the difference
with (RO); + - V(RO) = —[R,u - V|0,
(w—RO);+u-V(w—RO) +vA(w—RO) =[R,u-V]6.
The advantage of this new equation is that the commutator is much more regular and

thus can be controlled. In fact, the L%-norm of this commutator is more or less bound by
IVullza [[0]|go_, and thus this new formation makes the global L? bound for w possible.

In addition, Hmidi, Keraani and Rousset [32] were also able to establish the global
regularity of the critical Euler-Boussinesq equations, namely (1.47) with v = 0, K > 0
and 8 = 1. Their main result can be stated as follows.

Theorem 1.9.2. Let uy € BL ; N W with q € [2,00). Let 6 € LI N BY, |. Then the

Boussinesq equations have a unique global solution satisfying
u € Lig.([0,00); B, N W),

0 € Li.([0,00); LN BY, 1) N Lie([0,00); By oo )-
One key ingredient is to combine the vorticity equation
wy +u-Vw =06,
with the equation for 6,
(RO); +u-V(RO) =—RAI— [R,u- V|0
into the equation

(wW+ RO +u-V(w+RO) =—[R,u-VI]b.

Miao and Xue [42] studied the global regularity of (1.47) with v > 0 and x > 0. Their
result can be stated as follows.
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Theorem 1.9.3. Let a € ((6 —/6)/8,1/2) and
Be(l—a)/2,min((7+2V6)a/10 —1,a(1 —a)/2(V6 — 2a),1 — a).

Let ug € H' N WH with ¢ € (1/(a+ B —1),00) and 6y € H' /2N B;;f‘/z. Then the
fractional Boussinesq equations have a unique global solution.

Finally we mention a rather recent global regularity result of P. Constantin and V.
Vicol [20].

Theorem 1.9.4. Consider the Boussinesq equations (1.47) with v > 0 and k > 0.
Assume that (ug,0y) € S, the Schwartz class. If f > ZJ%Q, then (1.47) has a unique
global smooth solution.

1.9.2 The 2D Boussinesq equation with singular velocity

As a comparison, we first recall that the standard 2D Boussinesq equations,

T+ T VT +Au=—Vp+6k,
V.U =0,
0+« -VO=0

with the vorticity w = V x u satisfying

Gtw+qu+Aaw = 9x17
(1.48) U=V = (=0, 00 )0, AY =w,

In a recent work in collaboration with Chae [16], we studied the following generalized
vorticity formulation with a more singular velocity

Ow+u-Vw+ Aw =6,
(149> U = VL@ZJ = (_8$27ax1)¢7 A¢ - Aa(log([ - A))’Yw,
(%(9 +u- Vo = O,

where 0 > 0 and v > 0, w = w(x,t), ¥ = ¥(x,t) and 0 = O(x,t) are scalar functions of
z € R2 and ¢ > 0 while u = u(z,t) : R2 — R? is a vector field, and A = (—A)2 and A°

~

are Fourier multiplier operators with A7 f(&) = [£]7 f(£) and

F((log(I — A)f)(&) = (log(I + €))7 F(€).

In the case when o = 0 and v = 0, (1.49) reduces to the standard vorticity formulation
of the 2D Boussinesq vorticity equation (1.48). When either o > 0 or v > 0, the velocity
in (1.49) is more singular.

Our motivation for studying the global regularity of (1.49) comes from two different
sources: the first being the models generalizing the surface quasi-geostrophic equation
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and the 2D hydrodynamics equations (see, e.g. the papers of Constantin, Iyer and Wu
[19], of Kiselev [35], of Chae, Constantin and Wu [11], and of Dabkowski, Kiselev and
Vicol [21], etc) and the second being the Boussinesq-Navier-Stokes system with critical
dissipation (see, e.g. Hmidi, Keraani and Rousset [31, 32] ). Our goal here is to extend
the work of Hmidi, Keraani and Rousset [31, 32] to cover more singular velocities and
explore how far one can go beyond the critical case.

(1.49) does have a corresponding velocity formulation. In fact, v satisfying u =
A% (log(I — A))7v plays the role of the standard velocity.

Theorem 1.9.5. For classical solutions of (1.49) that decay sufficiently fast as |z| — oo,
(1.49) is equivalent to the following equations

2
ov—+u-Vou— Zuvaj + vA% = —Vp + fe,,
(1.50) j=1
V-v=0, u=A(log(l—A))wv,

Our main result concerning the global regularity of solutions to (1.49) can be stated
as follows.

Theorem 1.9.6. Consider the generalized Boussinesq equations (1.49) with o = 0 and
v > 0. Assume the initial data (wo,0y) satisfies
wo € L*NLINBYY, 6 € L*NBY,

00,1
for some ¢ > 2. Then (1.49) has a unique global solution (w,0) satisfying, for anyt > 0,

weL*NL'NLBY,, 0€L*nL®NL{BY,.

We remark that this is a global regularity result for the logarithmically supercritical
case. Although it is not clear if this global regularity result still holds for the more
singular case when o > 0, we can still show that the L?-norm of the vorticity w is
bounded at any time for 0 < 0 < % and v > 0. More precisely, we have the following
theorem.

Theorem 1.9.7. Consider (1.49) with 0 < o < % and v > 0. Assume (wo, o) satisfies
the conditions stated in previous Theorem. Let (w,0) be the corresponding solution.
Then, for anyt > 0,

lw(®)l[r2: < B(t)

for a smooth function B(t) of t depending on the initial data only. In addition, G =
w — RO satisfies the basic energy bound

t
(151) IGO)I2 + / IASGIadt < B().
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We explain how to prove Theorem (1.9.6). There are three key ingredients in the
proof. The first is to consider the combined quantity G = w — R#, which satisfies

(1.52) 0G+u-VG+AG =[R,u-V]6b.
obtained by taking the difference
wr+u-Vw+ Alw—REI) =0

and

(RO), + U - V(RO) = —[R,u- V)0

The second is the following commutator estimate.

Proposition 1.9.1. Let u: R? — R? be a vector field. Let R = d,,A™" denote a Riesz
transform. Let s € (0,1), s <d <1, p € (1,00) and q € [1,00]. Then

(1.53) |[R, u]F|

5, < Crllull g IIF]

p.qa —

pezs + Collul 2 [ F| 2,

When § =1, ||1,L||}__§;goo is replaced by ||Vul|L».

A special consequence of Proposition 1.9.1 is an estimate for u related to w as in

(1.49).

Corollary 1.9.1. Let u : R? — R? be a vector field determined by a scalar function w
through the relations

(1.54) u=V=ry, A=A (log(I —A)) w,

where 0 < o < % and vy > 0 are real parameters. Then, for any 0 < s < 1—o, p € (1,00)
and q € [1,00],

(1.55) IR, ul|

Bz,q S C H(A]”LP“H“Bg;g—l + C ||UHL2 |’0HL2,

The proof of Proposition 1.9.1 makes use of the following commutator estimate.

Lemma 1.9.1. Let p € [1,00] and § € (0,1). If |z°¢p € L, f € ég and g € L™, then

,O0

(1.56) 6% (£9) = F(6 % Dllir < Cllelbllerll Fllgs gl

In the case when 6 =1, (1.56) is replaced by

(1.57) |6+ (fg) = f(@* g)llr < Clllz|ol L2 IV [l e[l o=

The third ingredient is to prove w € L? when wy € L? with ¢ € [2,00) through two
steps. The first step is
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Theorem 1.9.8. Consider (1.49) with 0 < o < % and v > 0. Assume that (wo, o)

satisfies the conditions in Theorem 1.9.6, especially (wo,6y) € L7 for q € (2, ﬁ] Let

(w,0) be the corresponding solution of (1.49). Then, for q € (2, 52=) with v > 0 and

) 20+1
q€ (2, ﬁ] with v =0, and any t > 0,
(1.58) lw®)|le < B(t),
t
(1.50) ummm+clummmm7§ B(t),

where B(t)’s are smooth functions of t.

The second step is a proposition showing that ||G|[ B, <B (t).
Theorem 1.9.9. Consider (1.49) with 0 < o < I and v > 0. Assume that (wo, o)
satisfies the conditions in Theorem 1.9.6. Let (w,8) be the corresponding solution of
(1.49). Let r, q and s satisfy

2
1 <1-— — < g < .
rellod, s 7 161112
In the case when v =0, we can take ¢ = 4/(1 4 20). Then, for any t > 0,
(1.60) G5, < BO.

Theorem 1.9.10. Consider (1.49) with 0 = 0 and v > 0. Assume that (wy, 6y) satisfies

the conditions in Theorem 1.9.6, especially (wy,0y) € ngl. Let (w, 0) be the correspond-

ing solution of (1.49). Then, for anyt > 0,
(161 g, < B 10050, < BO)

Proof of Theorem 1.9.10. ||G||LtlBg1 < B(t) especially implies HGHL%BOWI < B(t). Since
G =w— R0, :
lwll g, < NGl o, + RO o, -

In addition,
RO oo, < 1A 182e + 18] g0, < [1olle + 6],

According to Lemma 1.9.2 below, we have

IVl < lwllzz + llwll o
oo,1

t t
160, < Wl (1+ [ ol dt) + Douls, | ol .
, ) 0 JO '

t
lollogs, < 11, + 18olas + Douly, (14 [ iz at)
’ ! ! 0

t
ol [ el
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Lemma 1.9.2. Let 0 satisfy

Let v >0 and p € [1,00|. Then, for anyt > 0,

t
100103 < (I6ollgoq + 111201 ) (1 - / V7| dt) .
ps A P 0

Theorem 1.9.11. Consider (1.49) with 0 =0 and v > 0. Assume (wy, 0y) satisfies the
conditions stated in Theorem 1.9.6. Let (w,0) be the corresponding solution. Then, for
any q = 2,

(1.62) lw(®)]|Le < B(2).

Proof. 1t is clear from (1.52) that, for any g > 2,

t
IGllr < [Golls+ [ Ry V.
0

According to the commutator estimate of Proposition 1.9.2 below,

t
1G||a < 1|GollLa +/O s ($)l1za [18¢3)ll oo, ds.

Therefore,
t
lw(@®llze < {100l za + |Goll e +/0 l(8)l|za 10Cs)]] go.r, ds.
The global bound in (1.62) then follows from Gronwall’s inequality. [

Proposition 1.9.2. Let v > 0. Assume that u and w are related by
u=V=ry, A= (log(l —A))w.
Then, for any q > 2, we have

[[R.w- V)8lgo, < Cllollzallfll o,

Finally we present the uniqueness result. Its proof relies on the equation of v.

Theorem 1.9.12. Assume that (wo, 0y) satisfies the conditions stated in Theorem 1.9.6.
Let o =0, >0 and ¢ > 2. Let (W, 0W) and (w?®,0®?)) be two solutions of (1.49)
satisfying, for anyt > 0,

WV w® e 2NN LiBY,, 0D, 0® e 2N L® N LIBY,.

00,1

Then they must coincide.

More details will be provided during the lectures.
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